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A B S T R A C T

The uncertainty of a point estimate, often conceptualized and quantified via a prediction interval, can vary in 
both magnitude (e.g., width) and symmetry. Further, when people make many types of estimates, they can use 
different but equitable metrics (e.g., feet vs. meters). In a series of experiments, we investigate whether using 
different metrics impacts people’s estimates of uncertainty. Three empirical regularities guide our focus: First, 
people believe risk scales with magnitude, reporting greater uncertainty for bigger point estimates, leading to 
inconsistent prediction intervals across metrics differing by a fixed additive constant. Second, people are 
insufficiently sensitive to unit changes, leading to inconsistent prediction interval widths across metrics differing 
by a multiplicative constant. Third, people tend to assume that distributions are symmetric, leading to incon
sistent symmetry across metrics differing by an inverse transformation. Together, these three regularities 
exemplify how uncertainty estimations are sensitive to metric in substantive ways.

1. Introduction

Alice receives an offer of $300,000 for her house. Should she accept 
it, or reject it in hopes for a better one? Bobby is throwing a party and 
has five six-packs of beer. Should he buy more to hedge against running 
out? Claire is shopping online for a new, fuel-efficient car. She finds one 
that gets 32 miles-per-gallon. Is that efficient enough, or should she keep 
looking for other, potentially more efficient options?

Each of these scenarios involves uncertainty: Is there someone who 
will offer more than $300,000 for Alice’s house? How many beers will 
Bobby’s guests drink? Can Claire find a car with substantively better fuel 
economy? The subjective distribution of outcomes for these estimates 
will influence what actions people take. For example, if Bobby thinks 
there is less than a 10 % chance his guests will drink more than 30 beers, 
he might decide against getting more.

At the same time, many quantities can be represented in different yet 
equivalent metrics.2 Alice’s $300,000 home with a $240,000 mortgage 
can be considered in terms of its value ($300,000) or her equity 
($60,000). We examine whether the metric used in reasoning about 

uncertainty (e.g., whether Alice focuses on her home’s value or her 
home equity, whether Bobby ponders his supply as “how many beers” or 
“how many six packs of beer”, and whether Claire considers how many 
miles she gets from a gallon of gasoline or how many gallons it takes to 
go 1000 miles) influences people’s perceptions of uncertainty. We focus 
on situations with multiple metrics that have a one-to-one mapping to 
test whether equivalent metrics can lead to inconsistent judgments of 
uncertainty.

Specifically, we focus on three types of transformations, both prev
alent and potentially susceptible to inconsistencies: (i) addition of a 
constant (e.g., Alice’s home value vs. home equity), (ii) multiplication 
by a constant (e.g., Bobby’s count of beers vs. six packs), and (iii) 
inversion of a ratio (e.g., Claire’s consideration of miles-per-gallon vs. 
gallons-per-thousand-miles). In each case, prior research suggests dis
crepancies may occur in judgments of uncertainty: (i) People’s judg
ments of risk and uncertainty scale with numeric magnitude (Hogarth, 
1975; Weber, Shafir, & Blais, 2004), suggesting potential discrepancies 
between metrics that differ by an additive constant. (ii) People tend to be 
insensitive to units (Burson, Larrick, & Lynch, 2009; Raghubir & 

* Corresponding author.
E-mail addresses: ZimmermanDa@sec.gov (D. Zimmerman), stephen.spiller@anderson.ucla.edu (S.A. Spiller). 

1 Present address: Securities and Exchange Commission, Washington DC, 100 F St NE, Washington DC, 20549.
2 Throughout, we use “metric” and “unit of measurement,” or simply “unit” interchangeably.

Contents lists available at ScienceDirect

Cognition

journal homepage: www.elsevier.com/locate/cognit

https://doi.org/10.1016/j.cognition.2025.106277
Received 25 July 2024; Received in revised form 30 June 2025; Accepted 22 July 2025  

Cognition 265 (2025) 106277 

Available online 5 August 2025 
0010-0277/Published by Elsevier B.V. 

https://orcid.org/0000-0001-5784-2733
https://orcid.org/0000-0001-5784-2733
https://orcid.org/0000-0001-6951-6046
https://orcid.org/0000-0001-6951-6046
https://orcid.org/0000-0003-0696-1972
https://orcid.org/0000-0003-0696-1972
https://orcid.org/0000-0003-0691-1721
https://orcid.org/0000-0003-0691-1721
mailto:ZimmermanDa@sec.gov
mailto:stephen.spiller@anderson.ucla.edu
www.sciencedirect.com/science/journal/00100277
https://www.elsevier.com/locate/cognit
https://doi.org/10.1016/j.cognition.2025.106277
https://doi.org/10.1016/j.cognition.2025.106277


Srivastava, 2002), suggesting potential discrepancies between metrics 
that differ by a multiplicative constant. (iii) People tend to believe dis
tributions are symmetric (Flannagan, Fried, & Holyoak, 1986), sug
gesting potential discrepancies between metrics that differ via inversion 
of a ratio.

1.1. Risk scales with magnitude

Estimates of subjective risk are positively related to both the stan
dard deviation of the observed data and the mean of the distribution 
(Hogarth, 1975; Weber et al., 2004). Thus, if people are told that that the 
mean of a distribution is higher, they expect the distribution to have a 
higher standard deviation (Hofstätter, 1939; Reinholtz, 2015). For 
example, if people see distributions with equal variability, they give 
estimates with more variability for the distribution with the higher mean 
(Beach & Scopp, 1968; Lathrop, 1967; Weber et al., 2004).

As a result, considering an unknown quantity in one of two alter
native metrics that differ by an added constant might lead to inconsis
tent perceptions of the variability. We predict that metrics which are 
more numerous will lead people to report greater uncertainty than the 
uncertainty of estimates in their less-numerous counterpart metrics. For 
example, Alice could form expectations for the value for her home in 
terms of sale price or her equity. Because these two metrics differ by a 

known amount (her $240,000 mortgage), they should have the same 
variability. Nonetheless, we expect reasoning about sale price will have 
greater uncertainty than reasoning about her equity simply from the 
higher numerosity of the sale price.

1.2. Unit insensitivity

People are insufficiently sensitive to unit when making evaluations 
or predictions. This holds in contexts ranging from cell phone plans to 
calorie information for food (Burson et al., 2009; Pandelaere, Briers, & 
Lembregts, 2011; Shen & Urminsky, 2012; Wertenbroch, Soman, & 
Chattopadhyay, 2007). For instance, Americans spend lavishly in 
Europe but more stingily in Mexico, in part because they evaluate the 
number on the price tag without fully appreciating that the units are in 
euros (leading to smaller numbers on price tags) or pesos (larger 
numbers on price tags). More generally, people working in units that are 
a multiple of a familiar unit do not sufficiently adjust their evaluations in 
the less familiar unit (Raghubir & Srivastava, 2002, see also Maglio & 
Trope, 2011; Pelham, Sumarta, & Myaskovsky, 1994).

This suggests people who reason about uncertainty in different units 
that are multiples of each other may also be insufficiently sensitive to the 
unit. For example, Bobby might consider the quantity of beer he expects 
to be consumed at his party in terms of individual beers or six packs. 

= 6

=
1,000

1,000

Fig. 1. Predicted Results of Metrics on Uncertainty Distributions. The line types indicate the elicitation metric for each estimated distribution. The outcome metric 
columns show estimated uncertainty in each outcome metric. When the outcome metric is different than the elicitation metric, it is the transformation, shown below 
each pair of plots, of the distribution where the outcome and elicitation metric match in the other plot (e.g., the home equity line in the market value outcome metric 
is just the elicitation of home equity plus $240,000). The expected differences in the uncertainty between elicitation metrics is stated in the prediction column.
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Uncertainty expressed in six-packs ought to be one-sixth that expressed 
in individual beers. We predict that when one unit is larger than the 
other, and thus each one-unit increase reflects a bigger change in the 
larger unit, people will insufficiently adjust their estimates of uncer
tainty. Thus, estimates of uncertainty will be higher for the larger unit.

1.3. Default distribution is symmetric

For estimates, uncertainty can be conceptualized as a distribution of 
possible values. People tend to assume the distribution of possible values 
is symmetric (Flannagan et al., 1986). Moreover, across several elicita
tion formats (e.g., CDF, PDF, hypothetical future samples, etc.) people 
express beliefs that are remarkably close to a normal distribution 
without any requirement to do so (Winkler, 1967).

Assuming uncertainty is symmetric might lead to an asymmetric 
distribution after a nonlinear transformation to convert an uncertainty 
estimate to an alternative metric. Likewise, if symmetric-expecting 
people initially reason in this alternative metric, converting would 
lead to asymmetric uncertainty in the original, focal metric. Previous 
work has shown that inversely-related metrics (e.g., miles-per-gallon 
and gallons-per-1000 miles) lead many people to make incorrect eval
uations of the benefits from changes in the two metrics (de Langhe & 
Puntoni, 2016; Larrick & Soll, 2008; Peer, 2010). For example, Claire’s 
car hunt might lead her to reason about the distribution of fuel efficiency 
for gas-powered cars in the US in miles-per-gallon. Given the findings 
above, she will likely assume a roughly symmetric distribution. This 
implies a positively skewed distribution of the scaled reciprocal: gallons- 
per-1000 miles. Yet if Claire were to reason about the distribution of fuel 
efficiency for gas powered cars in gallons-per-1000 miles, she would 
again likely assume a roughly symmetric distribution, necessitating a 
difference in the symmetry of the uncertainty between those equivalent 
metrics. Accordingly, we predict that when metrics are inversely related, 
people should give more symmetric uncertainty in the focal metric, 
creating asymmetry upon converting to other metrics.

Our key hypotheses are summarized in Fig. 1.

1.4. Overview of experiments

We test our three hypotheses in six experiments. Experiments 1a–b 
investigate the impact of an additive constant, eliciting estimates either 
of revenue or profit for a business with a fixed cost structure (i.e., rev
enue = profit + constant). If people are influenced by numerical 
magnitude when considering uncertainty, we should expect greater 
uncertainty, or equivalently, wider prediction intervals for revenue than 
for profit. Experiment 2 considers the impact of a multiplicative constant 
by eliciting estimates of seltzer water sales in 24-packs, 8-packs or in
dividual cans (i.e., individual cans = 8-packs × 8) in a grocery store. If 
people insufficiently adjust to the unit when estimating values, then 
those estimating in 24- or 8-packs (e.g., the larger unit) will end up with 
greater uncertainty – or equivalently, wider, real prediction intervals – 
because people do not sufficiently adjust their nominal intervals for the 
units in which they report. Experiments 3a-c consider the impact of ratio 
transformations (e.g., estimates of Mechanical Turk HIT income in mi
nutes/dollar or cents/min) on the symmetry of uncertainty. If people are 
more likely to assume a symmetric uncertainty distribution, then ratio 
transformations will make uncertainty more positively skewed once 
transformed.

In all studies, participants gave an estimate for the upper and lower 
bounds of a prediction interval, often with a centrality estimate (like the 
interval elicitation procedure of Soll & Klayman, 2004). The order of the 
elicitation (i.e., 90th percentile, central estimate, then 10th percentile) 
was counterbalanced, between-subjects. Participants were randomly 
assigned to give estimates in one of two metrics, except in Experiment 2 
where participants gave one estimate in individual cans and one in 
packs. The focal dependent measure was either the width of the pre
diction interval (e.g., the upper bound - the lower bound) or the 

symmetry of the prediction interval. Results for the dependent measure 
that were not predicted to differ are reported in the supplemental ma
terials, with simplified results in Table 1. All data collection, except for 
experiment 1b and 2, was approved by UCLA’s IRB. Experiment 1b and 2 
were approved by CU Boulder’s IRB. Pre-registrations, data, code, and 
codebooks for all experiments can be found here: https://researchbox. 
org/490. The stargazer package (Hlavac, 2018) was used to generate 
regression tables and the printy package (Mahr, 2024) was used to 
generate in-text statistics.

2. Experiment 1a: Fortune teller

2.1. Participants

200 participants (78 women, median age = 36) recruited from Am
azon’s Mechanical Turk3 (AMT) completed this study. Participants were 
paid $1.40 and the median response time was about 8  minutes, for an 
hourly rate of $11.13/h. The sample size was based on having 80 % 
power to detect a moderate effect size, Cohen’s d of about 0.4.

2.2. Procedure

Participants completed a training in which they were given detailed 
information about a hypothetical person’s subjective expectations for a 
specific quantity (e.g., the temperature in Denver the next day) and how 
this person should respond to the type of prediction interval questions 
the participant would later have to answer. Before advancing to the focal 
task, participants went through two more hypothetical examples, 
answering questions designed to assess their understanding of predic
tion intervals and receiving feedback on the first question when incor
rect. Full details of this training are available in the supplemental 
materials.

Next participants were randomly assigned to make predictions about 
either revenue or profit. They then learned about the specific estimation 
task. First, participants read basic information about a fortune telling 
booth at a carnival. Specifically, that this fortune teller could complete 
three fortunes per hour for eight hours each day, for a total of 24 for
tunes per day, for five days per week. Further, they read that the fortune 
teller earned $30 per completed fortune and that renting the booth cost 
the fortune teller $1500 for the week. Participants had to correctly 
answer three multiple choice questions to advance to the next phase: 
how much the booth cost to rent, how much money would be brought in 
if the fortune teller had clients for a full day, and the payment from 
telling fortunes for 70 people over the course of the week in their 
assigned metric.

Next participants made predictions about either the revenue or profit, 
that this fortune teller would make in a five-day period. They provided a 
point prediction and their 80 % prediction interval in their assigned 
metric. Due to the problem parameters described above, revenue was 
bounded between $0 and $3600. Participants estimated the 90th 
percentile (i.e., “I am 90% sure that the [revenue (total sales)/profit 
(total sales minus the booth rental)] earned will be less than ____”), the 
average (i.e., “My best guess for the [revenue (total sales)/profit (total 
sales minus the booth rental)] earned is____”), and the 10th percentile (i. 
e., “I am 90% sure that the [revenue (total sales)/profit (total sales 
minus the booth rental)] earned will be more than ____”) of revenue or 
profit.

After answering demographic questions, participants were given an 
instructional attention check question (bogus text with the instructions 
to select “other” and type “pen”; see supplemental materials for the full 
question).

3 Eligibility for 1a and all additional AMT samples was limited to participants 
with U.S. IP addresses who had at least 100 approved HITs, with a minimum 95 
% approval rating, and had not taken part in any other HITs from this project.
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2.3. Exclusions

As pre-registered, we excluded data from participants for whom any 
of the three elicited or implied revenue estimates fell outside of the 
range [$0, $3600] (23 participants) and anyone who failed the 
instructional attention check at the end of the study (10 additional 
participants). This left a final sample size of 167.

2.4. Impacts on interval width

Consistent with our proposal, prediction intervals were significantly 
wider on average when participants gave estimates of revenue (larger 
magnitudes) than of profit (smaller magnitudes; MRevenue = 1123.3, 
MProfit = 900.8; t(165) = 2.00, p = .047, 95 % CI = [1.65, 220.91], 
Cohen’s d = 0.31; Fig. 2; see Table 1 for summary of all results).

3. Experiment 1b: Fortune teller replication

3.1. Participants

403 (147 women, median age = 39) recruited from CloudResearch’s 

Connect panel completed this study (Hartman et al., 2023). Participants 
were paid $1.40 and the median response time was about 10  minutes, 
for an hourly rate of $8.24/h. The sample size was based on having 80 % 
power to detect an effect size with Cohen’s d of about 0.2.

3.2. Procedure

The procedure for this study was identical to Experiment 1a except 
all 80 % prediction intervals were replaced with 90 % prediction in
tervals, both in the training and in the main elicitation. Participants 
were asked for upper and lower bound estimates where they were 95 % 
sure the outcome would be more than and 95 % sure the outcome would 
be less than, respectively.

3.3. Exclusions

As pre-registered, we excluded data from participants for whom any 
of the three elicited or implied revenue estimates fell outside of the 
range [$0, $3600] (53 participants) and anyone who failed the 
instructional attention check at the end of the study (45 additional 
participants). This left a final sample size of 305.

3.4. Impacts on interval width

Consistent with our proposal and replicating Experiment 1a’s results, 
prediction intervals were significantly wider on average when partici
pants gave estimates of revenue (larger magnitudes) than of profit 
(smaller magnitudes; MRevenue = 1420.5, MProfit = 1017.6; t(303) = 4.70, 
p < .001, 95 % CI = [117.06, 285.84], Cohen’s d = 0.54; Fig. 3).

3.5. Discussion

In Experiments 1a-b, we found that participants reported wider 
prediction intervals, and thus greater uncertainty, for metrics with more 
numerous estimates, revenue, than less numerous estimates, profit. This 
supports the proposal that metrics can impact relative uncertainty. Next, 
we test whether people are insensitive to unit when the units are 
multiplicatively related instead of differing by a constant.

4. Experiment 2: Seltzer water sales

Our second hypothesis is that unit insensitivity affects uncertainty. If 
people are insufficiently sensitive to unit, they are likely to report pre
diction intervals that imply greater uncertainty (after transforming all 
intervals into the same units) when each individual unit represents a 
greater quantity (e.g., 8-packs of seltzer water) than when each 

Table 1 
Summary of Main Findings from Six Experiments.

Width Symmetry

Experiment Predicted 
Effect

Result 
(95 % CI 
Cohen’s 
d)

Predicted 
Effect

Result 
(95 % CI 
Cohen’s 
d)

1a - 80 % PI 
(Profit vs 
Revenue)

Higher for 
revenue 
metric

(0.00, 
0.62)

No impact
(− 0.22, 
0.39)

1b - 90% PI 
(Profit vs 
Revenue)

Higher for 
revenue 
metric

(0.31, 
0.76)

No impact (− 0.30, 
0.15)

2–80 % PI 
(Cans vs 
Packs)

Higher for 
larger 
metric

(0.19, 
0.52) No impact

(− 0.20, 
0.14)

3a - 80 % PI 
(Cents/Min 
vs Min 
Dollar)

No impact
(0.09, 
0.90)

Reduced symmetry 
after inverse 
transformation

(− 1.13, 
− 0.32)

3b - 80 % PI (US 
Cents/Lira vs 
Lira/USD)

No impact
(− 0.35, 
0.26)

Reduced symmetry 
after inverse 
transformation

(− 0.89, 
− 0.27)

3c - 80 % PI 
(Gallons/$40 
vs $/Gallon)

No impact
(− 0.48, 
− 0.02)

Reduced symmetry 
after inverse 
transformation

(− 0.70, 
− 0.24)

Fig. 2. Prediction Interval Width in Revenue by Elicitation Metric. Error bars 
represent 95 % confidence intervals of the condition means.

Fig. 3. Prediction Interval Width in Revenue by Elicitation Metric. Error bars 
represent 95 % confidence intervals of the condition means.
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individual unit represents a smaller quantity (e.g., individual cans of 
seltzer water). As in Experiment 1a, Experiment 2 (and the remaining 
studies) elicit an 80 % prediction interval.

4.1. Participants

1003 participants (477 women, median age = 39) recruited from 
Connect completed this study. Participants were paid $0.80 and the 
median response time was about 3 and a half minutes, for an hourly rate 
of $13.65/h.

4.2. Procedure

Participants were introduced to the task and saw a picture of each of 
two beverage aisles meant to represent the two specific stores to help 
them estimate sales. They were told they would be estimating all seltzer 
water sales for these two stores, labeled Store A and Store B, on a specific 
day about a week away.

Next, participants made predictions about sales of seltzer water. 
They were randomly assigned to estimate packs at either Store A or Store 
B and individual cans at the other store. They learned Store A sold 8- 
packs and Store B sold 24-packs. Next, they estimated the 90th 
percentile (i.e., “I am 90% sure that the [number of (8 or 24)-packs of 
cans/total number of individual cans] sold will be less than ____”), the 
average (i.e., “My best guess for the [number of (8 or 24)-packs of 
cans/total number of individual cans] that will be sold is ____”), and 
10th percentile (i.e., “I am 90% sure that the [number of (8 or 24)-packs 
of cans/total number of individual cans] sold will be greater than ____”) 
at one store followed by the other. Store order was counterbalanced 
between participants. Finally, they responded to demographic questions 
and the same attention check item from Experiment 1a.

4.3. Exclusions

As pre-registered, we excluded data from participants for whom any 
of the three elicited or implied can estimates were greater than three 
standard deviations away from the estimated statistic (e.g., a 90th 
percentile estimate for cans sold that was greater than three standard 
deviations away from the average of all 90th percentile estimates; 8 
participants), anyone who failed the attention check at the end of the 
study (253 additional participants), anyone with a duplicate geolocation 
(155 additional participants), and anyone with a duplicate IP address (0 
additional participants). This left a final sample size of 587.

4.4. Impacts on interval width

The distribution of interval widths was highly skewed, thus we log 
transformed one plus the widths of the prediction intervals for analysis 
and report the exponentiated averages below. Consistent with our pro
posal, the transformed prediction interval widths were significantly 
wider when participants gave estimates of sales in packs of seltzer water 
than in individual cans (geometric means: MPacks = 398.1, MIndividual =

190; b = 0.34, t(583) = 4.26, p < .001, 95 % CI of difference in trans
formed means = [0.18, 0.50], Cohen’s d = 0.37; Fig. 4). Further, the 
impact of metric was significantly larger for the 24-packs than the 8- 
packs, where the difference in prediction interval widths between 24- 
packs and individual cans is larger for Store B (Store B: MIndividual =

258.3, M24− packs = 718.2) than the difference in prediction interval 
width between 8-packs and individuals cans for Store A (Store A: 
MIndividual = 143.6, M8− packs = 203.4; interaction: b = 0.17, t(583) = 2.10, 
p = .036, 95 % CI of interaction of difference in transformed means =
[0.01, 0.33]). Within-subjects analysis showed qualitatively similar re
sults, with the effect of 24-packs being larger (24-packs vs individuals 
cans for Store B: b = 1.11, t(1170) = 12.84, p < .001, 95 % CI of dif
ference in transformed means = [0.94, 1.28]) than the effect of 8-packs 

(8-packs vs individual cans for Store A: b = 0.72, t(1170) = 8.96, p <
.001, 95 % CI of difference in transformed means = [0.57, 0.88]; 
interaction: b = 0.38, t(1170) = 2.44, p = .015, 95 % CI of interaction of 
difference in transformed means = [0.08, 0.69]; see Online Supplement 
for analysis details).

4.5. Discussion4

In Experiment 2, we found that people give wider (real) prediction 
intervals when they estimate values with larger units. This is consistent 
with people insufficiently adjusting for the elicitation unit, where esti
mates that should be 8 or 24 times larger, on average, are not scaled 
sufficiently. This leads to (real) intervals in the packs condition that are 
wider when all their estimated values (10th percentile and 90th 
percentile) are scaled up. This effect appears sensitive to the magnitude 
of the unit difference: larger differences in metrics create larger differ
ences in prediction intervals.

5. Experiment 3a: Wage rates

In Experiments 3a–3c, we explore where metrics that differ by a ratio 
transformation may lead to inconsistent beliefs about uncertainty. If 
people are more likely to assume a symmetric uncertainty distribution, 
then ratio transformations will impact the bounds of the prediction in
tervals. We expect that participants will believe that uncertainty is 
relatively symmetric in whatever focal metric they consider. Thus, we 
propose this will create skewness upon converting to an alternative 
metric.

5.1. Participants

153 participants (61 women, median age = 35) recruited from AMT 
completed this study. Participants were paid $1.05 and the median 
response time was about 5  minutes, for an hourly rate of $12.56/h. The 
sample size was chosen to have 80 % power to detect a moderate effect 

Fig. 4. 80 % Prediction Interval Width in Individual Cans by Elicitation Metric 
and Store. The outcome is the natural log of prediction interval width plus one, 
with the labels exponentiated back into individual cans. Error bars represent 95 
% confidence intervals for condition means. Results only include first obser
vation for each participant (i.e., the between-subject analysis).

4 We also tested the effect of metric differing by a multiplicative constant in 
the context of egg sales. Participants either estimated sales for a specific day in 
individual eggs or dozens of eggs. We found the same general result: Estimates 
in the larger unit (i.e., dozens) led to wider prediction intervals than estimates 
in the smaller unit (i.e., individual eggs). This experiment had an incidental 
error in the instrument programming for a measure other than the main 
dependent variable, thus it has been excluded. See the Online Supplement for 
details.
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size, Cohen’s d of around 0.5.

5.2. Procedure

Participants first completed a set of training exercises describing 80 
% prediction intervals and how to construct them. The training had the 
same types of information and structure as Experiment 1a, but the 
specific examples we used were different (see supplemental materials). 
Then they learned about the specific estimation task.

Next, participants gave estimates about their earnings rate in the last 
100 paid human intelligence tasks (HITs) they completed. They were 
randomly assigned to make estimates in cents/min or in minutes/dollar. 
As guidance, they were asked to mentally order, from the lowest to 
highest payment rate or minutes spent on the task (based on assigned 
metric), their last 100 paid HITs, inclusive of any bonuses. Participants 
estimated the 90th (i.e., “What were the [minutes spent per dollar 
earned/payment rate in cents per minute] for the 90th HIT in your list of 
100?”), 50th and 10th percentiles of earnings rate in minutes spent per 
dollar earned or cents earned per minute. The metrics are not exact 
inversions so that magnitude of expected estimates remains similar 
across metrics, thereby avoiding the possible confounding effects of 
uncertainty scaling with magnitude. Finally, they responded to de
mographic questions and the same attention check item from Experi
ment 1a.

5.3. Exclusions

As pre-registered, we excluded data from participants for whom any 
of the three elicited or implied estimates were outside of the range [1, 
100] in either metric, implying hourly wages of less than $0.60 or 
greater than $60 (33 participants), anyone who gave non-monotonic 
estimates for the percentiles of heights of US adults in the training ex
ercise (16 additional participants), and anyone who failed a simple 
attention check (5 additional participants). This left a final sample size 
of 99. Note that all estimates are converted to the same metric and then 
the range exclusion criterion is applied.

To equate across the two metric conditions, we convert our outcome 
variables for all participants into minutes/dollar. All the results are 
qualitatively the same, and the effect sizes are very similar, when esti
mates are converted to cents/min (see supplemental materials). Both the 
width and symmetry outcomes were highly skewed, thus we applied a 
log transformation. For ease of interpretation, we exponentiated the 
condition average for the outcome statistics.

5.4. Impacts on interval symmetry

Symmetry was operationalized as a ratio between distances of the 
central estimate to the edges: log((90th percentile – 50th percentile) / 
(50th percentile – 10th percentile)). We refer to this measure as the skew 
score. Consistent with our predictions, intervals left in their elicited 
minutes/dollar metric had lower skew scores than estimates trans
formed from cents/min (geometric means: Mcents/minute = 2.5, 
Mminutes/dollar = 1.4, t(95) = − 3.57, p < .001, 95 % CI of difference in skew 
score = [− 0.42, − 0.12], Cohen’s d = 0.72). Equivalently, intervals were 
more positively skewed when transformed from their elicited metric 
relative to intervals where the elicitation and outcome metrics are the 
same (Fig. 5).

6. Experiment 3b: Exchange rates

6.1. Participants

202 participants (95 women, median age = 36) recruited from AMT 
completed this study. Participants were paid $1.30, with a median 
response time of about 7  minutes, for an hourly rate of $11.77/h. The 

sample size was chosen to have 80 % power to detect a moderate effect 
size, Cohen’s d of around 0.5.

6.2. Procedure

Participants first completed a set of training exercises describing 80 
% prediction intervals and how to construct them, the same as Experi
ment 1a. Next, they learned about exchange rates and had to answer two 
multiple choice questions translating between US dollars and Australian 
dollars for a given exchange rate. For questions answered incorrectly, 
participants were shown the correct answer and the logic behind it. Then 
they learned about the specific estimation task. They reviewed historical 
exchange rate information between Turkish and US currencies. The in
formation covered the last 11 months in the metric they would use for 
estimation.

Next, participants made predictions about the exchange rate be
tween Turkish Lira and US dollar or cents in two weeks to evoke a sense 
of uncertainty. They were randomly assigned to make predictions in 
cents/Lira or Lira/Dollar. Based on historical rates, the magnitudes of 
these metrics would be similar, thereby reducing the confounding effects 
of uncertainty scaling with magnitude. Participants estimated the 90th 
percentile (i.e., “I am 90% sure that the [US cents per Turkish Lira/ 
Turkish Lira per US dollar] exchange rate will be less than _____”), their 
best guess, and 10th percentile of the exchange rate in US cents per 
Turkish Lira or Turkish Lira per US dollar. Finally, they responded to 
demographic questions and the same attention check item from Exper
iment 1a.

6.3. Exclusions

As pre-registered, we excluded data from participants for whom any 
of the three estimates were outside of the range [13.915, 2.4562] when 
converted to Lira/Dollar or, equivalently, [40.713, 7.186] in US cents/ 
Lira (25 participants) and anyone who failed a simple attention check (8 
additional participants); these values were chosen as they represented a 
plausible range of the expectations someone could hold for the exchange 
rate based on historical rates.5 This left a final sample size of 169.

To equate across the two metric conditions, we converted our 
outcome variables for all participants into Lira/US dollar. When we use 
US cents/Lira all the results are qualitatively the same, and the effect 
sizes are very similar (see supplemental materials). Both the width and 
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Fig. 5. Prediction Interval Skew Scores in Minutes / Dollar by Elicitation 
Metric. The outcome is the skew score with the labels exponentiated and 
transformed into ratios for interpretability. Error bars represent 95 % confi
dence intervals for condition means.

5 See the pre-registration, Experiment 3b – AsPredicted #64058, for the 
precise calculations and justification.
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symmetry outcomes were highly skewed, thus we applied a log trans
formation. For ease of interpretation, we exponentiated the condition 
average for the outcome statistics.

6.4. Impacts on interval symmetry

Symmetry was operationalized as a ratio between distances of the 
central estimate to the edges: log((90th percentile – average) / (average 
- 10th percentile)). We refer to this measure as the skew score. Consis
tent with our predictions, intervals left in their elicited Lira/US dollar 
metric had lower skew scores than estimates transformed from US cents/ 
Lira (geometric means: Mcents/lira = 1.6, Mlira/dollar = 1.0, t(160) = − 3.67, 
p < .001, 95 % CI of difference in skew score = [− 0.37, − 0.11], Cohen’s 
d = 0.58; Fig. 6). Equivalently, intervals were more positively skewed 
when transformed from their elicited metric relative to intervals where 
the elicitation and outcome metrics are the same. Note that seven 
additional participants were excluded because they gave estimates 
where the lower bound was equal to the average or the average was 
equal to the upper bound, thus we cannot calculate the outcome statistic 
for them in both metrics.

7. Experiment 3c (gas prices)

7.1. Participants

398 participants (160 women, median age = 37) recruited from AMT 
completed this study. Participants were paid $1.50 with a median 
response time of about 7  minutes, and an hourly rate of $13.42/h. This 
sample size was chosen to have 80 % power to detect a moderate effect 
size, Cohen’s d of around 0.5.

7.2. Procedure

Participants were given a summary of the main task and a multiple- 
choice question confirming they understood the main study task. Then 
they completed a filler task in which they calculated miles traveled 
based on odometer readings.

Next, participants made predictions about gas prices across the US. 
They were randomly assigned to make predictions in dollars/gal or gal
lons/$40 for regular gasoline in the US. Participants estimated the 90th 
percentile and the 10th percentile of the gas prices in the US (i.e., “[At 
90% of gas stations the price of gas is lower than $___ per gallon and at 
10% of gas stations the price of gas is higher than $__ per gallon./ If 
someone had $40, at 10% of gas stations they would be able to buy 

fewer than ___ gallons and at 90% of gas stations they would be able to 
buy more than ___ gallons.]”). Unlike all the prior experiments, partici
pants were given the average price in their elicitation metric (dollars/gal 
or gallons/$40). Participants were asked to imagine a road trip and rate 
how likely they would be to stop for gas based on prices in either dollars/ 
gal or gallons/$40. The prices were selected to be symmetric in dollars/ 
gal, but asymmetric when converted to gallons/$40. Finally, they 
responded to demographic questions.

7.3. Exclusions

As pre-registered, we excluded data from participants for whom any 
of the three estimates were outside of the range [1.00, 6.66] when 
converted to dollars/gal (104 participants); these values were selected 
as they represent a plausible range for gas prices someone could hold 
given historical rates and geographic variation.6 This left a final sample 
size of 294.

To equate across the two metric conditions, we converted our 
outcome variables for all participants into dollars/gal. Treatment effects 
on interval symmetry are qualitatively the same and have very similar 
effect sizes when estimates are converted to gallons/$40 (see supple
mental materials). Both the width and symmetry outcomes were highly 
skewed, thus we applied a log transformation. For ease of interpretation, 
we exponentiated the condition average for the outcome statistics.

7.4. Impacts on interval symmetry

Symmetry was operationalized as a ratio between distances of the 
central estimate to the edges: log((90th percentile – average) / (average 
- 10th percentile)). We refer to this measure as the skew score. Consis
tent with our predictions, intervals left in their elicited $/gallon metric 
had lower skew scores than for intervals transformed from gallons/$40 
(geometric means: Mgallons/$40 = 2.2, M$/gallon = 1.36, t(290) = − 4.04, p 
< .001, 95 % CI difference in skew scores = [− 0.35, − 0.12], Cohen’s d 
= 0.47; Fig. 7). Equivalently, intervals were more positively skewed 
when in the transformed metric from their elicited metric relative to 
intervals where the elicitation and outcome metrics are the same.

7.5. Discussion

In Experiments 3a–c, we test whether people tend to give prediction 
intervals that are more symmetric when the elicitation and outcome 
metrics are the same than when they are different. We see this result for 
all three experiments, suggesting that people act as though they are 
assuming relatively symmetric distributions regardless of which metric 
they are using for estimation. When their estimates are inverted, the 
intervals become less symmetric because of the symmetry prior com
bined with this mathematical transformation.

8. General discussion

We examined three important means by which simple unit trans
formations impact uncertainty: addition of a constant, multiplication by 
a constant, and inversion of a ratio. Each metric transformation impacts 
estimated uncertainty: adding a constant increases estimated uncer
tainty, larger quantity metrics increase uncertainty, and estimates in 
elicited metrics are more symmetric than inversely transformed esti
mates. More complex metric relationships likely produce a combination 
of the findings that we observe and are ripe for examination as the 
literature matures.

Our work suggests that humans do not represent uncertainty in an 
absolute manner and then translate this absolute uncertainty onto any 

Fig. 6. Prediction Interval Skew Scores in Lira / Dollar by Elicitation Metric. 
The outcome is the skew score with the labels exponentiated and transformed 
into ratios for interpretability. Error bars represent 95 % confidence intervals 
for condition means.

6 See the pre-registration, Experiment 3c – AsPredicted #73452.pdf, for de
tails about the calculation
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given metric. Rather, different elicitation methods can result in viola
tions of invariance and lead to meaningful consequences (e.g., Filippin & 
Crosetto, 2016). Here, we show that that judgments of uncertainty 
are—at least to some degree—constructed through elicitation rather 
than simply retrieved and reported (cf. Slovic, 1995). Consistent with 
the principle of What-You-See-Is-All-There-Is (WYSIATI; Kahneman, 
2011), participants seem to reason about uncertainty in the metric that 
is provided to them. This is reflected most clearly in our findings about 
symmetry. When asked about Lira/Dollar exchange rates, people seem 
to start with the assumption that the distribution should be symmetric 
(Winkler, 1967). When asked about the (inverse) Dollar/Lira exchange 
rate, people also seem to start with the assumption that the distribution 
should be symmetric. But mathematically, both cannot be true.

Our results also highlight the importance of prior beliefs in judg
ments about numerical distributions: using coefficient of variation (σ/μ) 
to judge variability and assuming symmetry. When one of two metrics 
has a higher mean, because there is a constant difference between them, 
someone using the coefficient of variation would expect greater uncer
tainty in the higher mean metric to maintain the same variability per
ceptions. If a person uses the coefficient of variation, rather than 
standard deviation, as their statistic for judging variability, then changes 
in the mean impact their variability perceptions, even if this change is 
unwarranted. When metrics are inversely related, at most, one can be 
symmetric, while the other must be asymmetric. If someone always as
sumes the uncertainty is approximately symmetric, then switching the 
elicitation metric by inverting it will impact the skew of their uncer
tainty, creating an inconsistency in beliefs.

For all three effects, the effect size should depend on the magnitude 
of the manipulation. Given that variance estimates scale with magni
tude, we would expect that as the ratio of the metric magnitudes go from 
1.5:1 to 2:1 to 3:1, the inconsistencies in uncertainty estimation would 
increase, with the more numerate metric having larger and larger un
certainty estimates relative to the less numerate metric. This is because 
people use the magnitude of the metric to scale their perceptions of 
uncertainty and larger differences in the magnitudes of the metrics 
translate to larger differences in perceived uncertainty. A very similar 
prediction is made for unit insensitivity. When the difference between 
the units is a factor of 10, we expect that the less numerate metric will 
result in larger estimates of uncertainty, because people do not fully 
adjust their estimates by a factor of 10. If the difference between units is 
a factor of 50, we expect the difference in uncertainty to be even larger, 
with the less numerate metric resulting in even greater uncertainty es
timates than the more numerate metric because people will insuffi
ciently adjust their estimates even more by the larger factor, 50 vs 10. 
We test this in experiment 2 and find suggestive evidence that larger 

differences in metric magnitudes increase the impacts on elicited un
certainty. For small differences in metrics (e.g., suppose 1.5 Australian 
dollars equals 1 US dollar), the effects should be attenuated and may no 
longer be practically significant.

There is the potential that these biases may be mitigated by broad
ening decision frames (Larrick, 2004). In this case, people may simply 
need to consider the alternative metric to form a belief about the focal 
construct which is consistent for elicitations between the two metrics. 
For example, explicitly encouraging people to confront both metrics 
may reduce the impact of metric. Given the strength of numerical pro
cessing biases (Thomas & Morwitz, 2009), a decision aid may be needed 
to facilitate the realignment between estimates in the two metrics.

8.1. Constraints on generality

All participants were recruited from internet-based convenience 
samples. The tasks were not incentivized, were somewhat artificial 
judgments, and participants were not selected based on their expertise in 
the tested contexts. Experts who regularly deal with multiple metrics 
may not show similar inconsistencies in judging uncertainty. We present 
multiple paradigms for the default symmetry assumption, but only a 
single paradigm testing that uncertainty scales with magnitude and unit 
insensitivity. The evidence underlying the uncertainty scaling with 
magnitude prediction covers a range of contexts (Weber et al., 2004) 
with similar variation in the evidence for unit insensitivity (Pandelaere 
et al., 2011; Raghubir & Srivastava, 2002). We expect the two effects to 
generalize to other contexts even though our experiments do not provide 
direct evidence of this proposition. Furthermore, our study designs 
primarily assess only a single trial per participant. However, Experiment 
2 has participants make two assessments, suggesting that the effects 
documented in our investigation should extend to naturalistic condi
tions under which people make multiple judgments.
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